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Abstract. In this paper, we explore the use of a statistical machine
translation system for optical character recognition (OCR) error cor-
rection. We investigate the use of word and character-level models to
support a translation from OCR system output to correct french text.
Our experiments show that character and word based machine transla-
tion correction make significant improvements to the quality of the text
produced through digitization. We test the approach on historical data
provided by the National Library of France. It shows a relative Word
Error Rate reduction of 60% at the word-level, and 54% at the character
level.
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1 Introduction

With the advent of digital optical scanners, the trend to digitize (historic) paper-
based archives has emerged in recent years. A lot of paper-based books, text-
books, magazines, articles, and documents are being transformed into an elec-
tronic version that can be manipulated by a computer. For this purpose, optical
character recognition (OCR) systems was developed to translate scanned graph-
ical text into editable computer text. However, those systems are still imperfect.
There are often mistakes in the scanned texts as OCR system occasionally mis-
recognizes letters and falsely identifies scanned text, leading to misspellings and
linguistics errors in the output text [12]. In this context, it is appropriate to
ask the following question: How can we automatically correct the OCR outputs?
This paper proposes a post-processing error correction method for detecting and
correcting OCR non-word and real-word errors. The proposed algorithm is based
on a statistical machine translation (SMT) system used to "translate" an OCR
output to a corrected version based on statistical methods. The paper will be
organized as follows: Section 2 presents the related work; Section 3 provides the
proposed error correction method; Section 4 describes technical details about
using word and character level SMT models; Section 5 reports and discuss the
results; and section 6 concludes the paper and provides possible future directions.
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OCR output References
stir la place sur la place
articles 6 et g de articles 6 et 9 de
à la diarge à la charge
avec 1 adhésion avec l’ adhésion
de là cuisse de la cuisse
il appuyé la main il appuye la main
le dos èt sur les le dos et sur les

Table 1. Example of OCR errors identified in the historical data from the French
National Library.

2 Background

2.1 OCR errors

OCR systems transform a document image into character-code text. In this pro-
cess, a document image is segmented into characters images in the proper reading
order using image analysis heuristics. Then, an automatic classifier is applied to
determine the character code that most likely correspond to each character im-
age. In the French historical OCR, we have several challenges including:

– Non-word error: this kind of errors occurs if the recognized word is not
contained in any dictionary (e.g."diarge" instead of "charge").

– Segmentation error: spacings in different line, word or character lead to mis-
recognitions of white-spaces in some cases. It can cause segmentation errors
(e.g."mais on" instead of "maison").

– Punctuation errors: punctuation character misrecognition can cause that
commas or points occur more often in wrong places.

– Case sensitivity: lower and upper case characters can be mixed up
(e.g."FraNCe" instead of "France").

– Character format: font variation can also prevents an accurate character
recognition which cause wrong word recognition (e.g."èt" instead of "et" or
"6 et g" instead of "6 et 9").

– Word meaning: some misrecognized characters can generate new words which
are often wrong in the context but correctly spelled (e.g."de là cuisse" in-
stead of "de la cuisse").

Some examples of OCR errors can be seen in Table 1.

2.2 OCR error correction

Much research has been done on OCR errors corrections, which can be divided
into three main areas :

– improving visual and linguistic technique by using scanned images [5].
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– combining several OCR system outputs in order to select the best one [16].
– post-processing the OCR output text to correct it.

Our method is related to the third kind of methods. In this way, we can consider
the OCR system as a black-box, since our method does not rely on any parameter
specific to the OCR system.

2.3 OCR output correction by post-processing

The goal of post-processing is to detect and correct misspellings in the OCR
output after the input image has been scanned and completely processed. The
obvious way to correct OCR errors is to edit the output text manually by lin-
guists. This method requires a continuous manual human intervention which is
to some degree regarded as a costly and time-consuming practice. There are
two main existing approaches to automatically correct OCR outputs. The first
approach is based on a lexical error correction [13, 5, 1]. In this method, a lex-
icon is used to spell check OCR recognized words and correct them if they are
not present on the dictionary. Although this technique is easy to implement
and use, it still have various limitations that prevent it to being the perfect
solution for OCR error correction [5]. The first one is that it requires a wide-
ranging dictionary that covers every single word in the language. However, many
morphologically complex languages, such as Arabic, German and Finnish, have
enormous numbers of possible words. Another limitation is that conventional
dictionary do not support names of regions, geographical locations, some tech-
nical keyword and domain specific terms. They normally target a single specific
language in a given period, and thus, cannot support historical documents with
different styles of writing. The second type of approach in OCR post-processing
is the context-based error correction. Those techniques are founded on statistical
language modeling and word n-grams. It aims at calculating the likelihood of a
word sequence to appear [20, 10]. Considering the sentence "celte dénégation de
l’appelant", the error correction system would consider word candidates for re-
placing the word "celte", i.e."cette" or "celle", then a language model would be
used to keep the more probable hypothesis ("cette" in this case). However, some
words are more likely corrected than others because they are more frequent like
e.g.the stop words, which can result in erroneous corrections. Also when many
consecutive corrupted words are encountered in a sentence then it is difficult to
consider good candidate words. This is illustrated in Figure 1. OCR recognized

Fig. 1. Example of a badly recognized sentence.
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"Minute 1 dit Polyte, je $ ˆ}BQ Sf 8 £ W$er avec les femmes." instead of
"Minute ! dit Polyte , je n’ aime pas à causer avec les femmes ." Note that in
this case, the OCR output has been processed in order to recompose the full
sentence.

3 Statistical Machine Translation method for OCR error
correction

3.1 Basic Idea

This papers proposes a new post-processing method for OCR error correction
using Statistical Machine Translation technique. The idea centers on using an
SMT system trained on OCR output texts post-edited and manually corrected.
SMT system handle the translation process as the transformation of a sequence
of symbols in a source language, into another sequence of symbols in a target
language. Generally the symbols dealt with are the words in two languages. We
consider that our SMT system will translate OCR output to corrected text in
the same language. In fact, using the standard approach of statistical machine
translation we are given a sentence (sequence of OCR output words) sM =

s1...sM of size M which is to be translated into a corrected sentence tN = t1...tN
of size N in the same language (French in our case). The statistical approach
aims at determining the translation t⇤ which maximize the posterior probability
given the source sentence. Formally, by using the Bayes rule, the equation of
statistical machine translation is the following:

t⇤ = argmax

t
Pr(t|s) = argmax

t
Pr(s|t)Pr(t) (1)

It can be decomposed, as in the original work of [2], into a language model
probability Pr(t), and a translation model probability Pr(s|t). The language
model is trained on a large quantity of correct French data and the translation
model is trained using a bilingual text aligned at sentence (segment) level, i.e.an
OCR output for a segment and its ground-truth obtained manually, so-called
bitexts. As most of current state-of-art systems, the translation probability is
modeled using the log-linear model, defined as follows:

P (t|s) =
NX

i=0

�ihi(s, t) (2)

where hi(s, t) is the ith feature function and �i its weight (determined by an op-
timization process). As [11, 19] demonstrated, closely related languages largely
overlap in vocabulary and have a strong syntactic and lexical similarities. These
similarities motivated them to use a character-level SMT model. We propose
to use this method as an additional experiments of word-level SMT models,
as we translate two sub-languages with strong similarities. One difficulty with

https://www.researchgate.net/publication/230875890_The_Mathematics_of_Statistical_Machine_Translation_Parameter_Estimation?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
https://www.researchgate.net/publication/255820615_Combining_Word-Level_and_Character-Level_Models_for_Machine_Translation_Between_Closely-Related_Languages?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
https://www.researchgate.net/publication/286730501_Analyzing_the_use_of_character-level_translation_with_sparse_and_noisy_datasets?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
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character-level SMT models is their inability to model long-distance word order-
ings [18]. In the special case of OCR correction, the source and target languages
are the same (French in this case) which should not require the use of a reorder-
ing model. This assumption will be verified experimentally. Another issue, is
that training this kind of model requires that an alignment of the characters in
the bitexts is available [21]. Some alignment algorithms specialized in character
to phoneme translation have been developed [3, 6]. But [11] has demonstrated
that the standard approach based on IBM model 4 alignment [2] is also effective
in the case of character-based data. We followed the same method.

3.2 Baseline SMT system

Our SMT system is a phrase-based system [8] based on the Moses SMT toolkit
[7]. The 14 standard feature functions are used, namely phrase and lexical trans-
lation probabilities in both directions, a word and a phrase penalty and a target
language model. It is constructed as follows. First, word alignments in both
directions are calculated. We used the multi-threaded version of the GIZA++
tool [4]. Phrases are extracted using the default settings of the Moses toolkit.
The parameters of our system were tuned on a development corpus, using Mini-
mum Error Rate Training (MERT) [14]. The language model is trained with the
SRILM toolkit [17], on all the available French data. For the evaluation, we used
Word Error Rate (WER) metric which is derived from the Levenshtein distance
[9] and the BLEU score [15] which is a common metric in the machine trans-
lation field. We compare results on development and test data using word-level
and character-level SMT systems, and the baseline results which represent scores
between OCR output and the corrected reference. We further call it OCR-Base.

4 Experiments

For our experiments, we used historical data provided by the National Library
of France.

4.1 Data description

To train our models, 90 millions OCR output words were obtained from the
scanned documents. The segments were then manually corrected by up to three
annotators (the third being called for the segments where the first two disagreed).
Next, the OCR output sentences and the manually corrected version were aligned
at word level. The development and test corpus was randomly extracted and
excluded from the training data of the SMT system. In our experiments on
character-level SMT, the characters are considered as words. The special word
SPACE is used for the original space character and EOS for the end of each
line. An example of this character segmentation can be seen in the Table 2.
Statistics of all corpus used in our experiments can be seen in Table 3 and
Table 4 respectively for word- and character-level experiments. In addition , the

https://www.researchgate.net/publication/230875890_The_Mathematics_of_Statistical_Machine_Translation_Parameter_Estimation?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
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https://www.researchgate.net/publication/252972541_Parallel_Implementations_of_Word_Alignment_Tool?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
https://www.researchgate.net/publication/220874004_Moses_Open_Source_Toolkit_for_Statistical_Machine_Translation?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
https://www.researchgate.net/publication/220816913_Statistical_Phrase-Based_Translation?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
https://www.researchgate.net/publication/255820615_Combining_Word-Level_and_Character-Level_Models_for_Machine_Translation_Between_Closely-Related_Languages?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
https://www.researchgate.net/publication/2588204_BLEU_a_Method_for_Automatic_Evaluation_of_Machine_Translation?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
https://www.researchgate.net/publication/2602251_Srilm_---_An_Extensible_Language_Modeling_Toolkit?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
https://www.researchgate.net/publication/262239819_Character-based_pivot_translation_for_under-resourced_languages_and_domains?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
https://www.researchgate.net/publication/228626533_Can_we_translate_letters?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
https://www.researchgate.net/publication/243772764_Binary_codes_capable_of_correcting_insertions_and_reversals?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
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OCR output et , côïnirie ce soût les vôtres .
word-level Ils seront encore mieux exécutés . »
Reference et , comme ce sont les vôtres ,
word-level ils seront encore mieux exécutés . »
OCR output e t # , # c ô ï n i r i e # c e # s o û t # l e s #
char-level v ô t r e s # . # I l s # s e r o n t # e n c o r e #

m i e u x # e x é c u t é s # . # »EOS
Reference e t # , # c o m m e # c e # s o n t # l e s #
char-level v ô t r e s # , # i l s # s e r o n t # e n c o r e #

m i e u x # e x é c u t é s # . # »EOS

Table 2. Examples of character segmentation of OCR output and their reference
sentences. Special characters # represent a space in the orignal sentences, and EOS
differentiate the end-of-sentence character from the others.

data is classified by century from the 18th century (train_17_BNF ) to the 21th
century (train_20_BNF ). Data with undefined date are labeled train_0_BNF.
The aim of this classification is to adapt the models to those centuries.

bitexts # OCR tokens # ref tokens
train_17_BNF_W 3M 2.9M
train_18_BNF_W 49.4M 49M
train_19_BNF_W 32.5M 32.3M
train_20_BNF_W 300k 300k
train_0_BNF_W 5.2M 5.2M
dev_BNF_W 107.4k 106.5k
tst_BNF_W 112.2k 111.4k

Table 3. Statistics of MT training, development and test data available to build the
word-level SMT system.

4.2 Word level SMT system

First of all, an SMT system is trained on all available parallel data. This system
uses a 4-gram interpolated back-off language model trained on all corrected
french data of the corpus.

On the use of a reordering model As mention in Section 3.1, one question
which prize is the following: is the reordering model useful to the SMT system
when correcting OCR outputs? In order to verify this assumption, we built two
systems which only difference lies in the use of a reordering model. The results
are presented in Table 5. We can notice that very similar results were obtained.
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bitexts # OCR tokens # ref tokens
train_17_BNF_C 15.2M 15.1M
train_18_BNF_C 252.8M 252.2M
train_19_BNF_C 168.8M 168.6M
train_20_BNF_C 1.4M 1.4M
train_0_BNF_C 26.5M 26.5M
dev_BNF_C 277.1k 276.9k
tst_BNF_C 287.9k 287.7k

Table 4. Statistics of MT training, development and test data available to build the
character-level SMT system.

System Development Test
WER BLEU WER BLEU

OCR-Base 5.1 90.66 4.9 90.65
SMT reord. 2.1 96.36 1.9 96.74
SMT no reord. 2.1 96.34 1.9 96.69

Table 5. Results of OCR error correction when the SMT system uses a reordering
model or not.

BLEU dev_BNF_W tst_BNF_W
OCR-Base 90.66 90.65
Word-level 96.34 96.69

Table 6. BLEU scores results on development and test data with word-level SMT
system.

It seems that the reordering model has no impact on the results. Given this
result, and for the sake of simplicity, the reordering model will be disabled for
the rest of the experiments.

Word-level results Table 6 reports the BLEU score on the development and
test data using the word-level SMT system. The results indicates that the SMT
system improves the results over the baseline OCR output by around 6 %BLEU
points on the development and test data. This tend to prove that our proposed
SMT method can effectively decrease the OCR errors. These results are con-
firmed by the WER scores presented in Table 7. These tables show that OCR
error correction using a word level SMT system can provide a decrease in terms
of WER (column Err) from 4.9% to 1.9%, which represent a great relative im-
provement of around 60%. Most of these corrections correspond to the deletion of
extraneous inserted words (column Ins) and more importantly to the correction
of erroneous word (column Sub).
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Dev Corr Sub Del Ins WER
OCR-Base 96.0 3.8 0.2 1.1 5.1
SMT Word 98.3 1.4 0.3 0.4 2.1
Abs. Impr. +2.3 -2.4 +0.1 -0.7 -3
Rel. Impr. -63% +50% -63% -59%
Test Corr Sub Del Ins WER
OCR-Base 96.1 3.7 0.3 1.0 4.9
SMT Word 98.5 1.3 0.2 0.3 1.9
Abs. Impr. +2.4 -2.4 -0.1 -0.7 -3
Rel. Impr. -65% -33% -70% -61%

Table 7. WER scores on dev and test data using the word-level system. Lines Abs.
Imp. and Rel. Imp. are respectively the absolute and relative improvements.

System %BLEU CER
Dev Test Dev Test

OCR-Base 97.36 97.39 1.4 1.3
SMT S.len 2500 99.07 99.11 0.7 0.6
SMT split 98.70 98.71 1.2 1.2

Table 8. Effect of setting the sentence length to 2500 versus splitting sentences on the
results in terms of %BLEU and character error rate (CER).

4.3 Character level systems

In this section, the development of a character-level SMT system to translate
from OCR output to corrected French text is described. In this model, sentences
become longer as we consider each letter to be a unit by itself. This is problem-
atic since the training complexity of the word alignment models is exponentially
proportional to the length of the bilingual segments. When building word based
systems, it is standard to filter out segments which length is more than 100
words. This is clearly not feasible for character based systems. In order to over-
come this problem, we compared two different systems. The first is trained with
the maximum sentence length set to 2500 (value determined empirically). The
second system is trained with a bitext where the sentences has been split accord-
ing to the word alignment, following the strong punctuation marks. The results
of those systems are presented in Table 8. We observe that increasing the max-
imum sentence length provide better results, so we used that approach in the
following experiments. Note that the training of the alignments with GIZA++
took 6h35 when the sentences are split and more than 63h for the other configu-
ration. Another effect of considering character level SMT is that the vocabulary
size is reduced. 464 units compose the vocabulary, which contains upper- and
lower-cased letters, punctuation marks and special symbols for spaces and end
of sentences. This is to be compared to the 687k word-level vocabulary. One of
the advantages is that it is possible to greatly increase the order of the language
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model. In our experiments, we considered 9-gram interpolated back-off language
models. The results of the character-level systems interns of BLEU and CER can
be seen respectively in the Tables 9 and 10. We can observe a %BLEU score

%BLEU dev_BNF_C tst_BNF_C
OCR-Base 97.36 97.39
SMT Char 99.07 99.11

Table 9. BLEU scores results on development and test data using the character-level
SMT system.

Dev. Corr Sub Del Ins CER
OCR-Base 99.0 0.8 0.2 0.4 1.4
SMT Char. 99.5 0.3 0.2 0.2 0.7
Abs. Impr. +0.5 -0.5 0 -0.2 -0.7
Rel. Impr. -62% 0% -33% -50%
Test Corr Sub Del Ins CER
OCR-Base 99.0 0.8 0.2 0.3 1.3
SMT Char. 99.5 0.3 0.2 0.1 0.6
Abs. Impr. +0.5 -0.5 0 -0.2 -0.7
Rel. Impr. -62% 0% -33% -54%

Table 10. Results on test data using the character-level system in terms of CER (along
with the detailed number of editions).

increase of up to 1.7% on the test data, and a reduction of 50% of the character
error rate, which is a very promising result. Those demonstrate the effectiveness
of the approach.

5 Discussion

5.1 Systems comparaison

In order to compare results of our two SMT systems, we post-processed the
character-level output system to calculate word-level BLEU and WER, and we
did the same thing for the word-level output system to calculate character-level
BLEU and WER. These scores are detailed in Table 11. As we can see the two
SMT systems improves the automatic score of the baseline (OCR-Base), for all
conditions (word- and character-level). The best improvements are obtained with
the word-level system. Example of errors corrections (translations) of OCR-Base
output with the word-level system can be found in Table 12. It can be observed
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System Word level Char. level
BLEU WER BLEU CER

OCR-Base 90.65 4.9 97.39 1.3
SMT Word 96.69 1.9 98.60 0.6
SMT Char. 96.44 2.2 98.59 0.6

Table 11. Comparative results obtained with the two SMT systems at word and
character level.

OCR output Ils viennent , discnW - ls , vous apporter la paix
SMT Word Ils viennent , discnW - ils , vous apporter la paix
SMT Char I l s # v i e n n e n t # , # d i s e n t # - # i l s # ,

# v o u s # a p p o r t e r # l a # p a i x #
REF Ils viennent , disent - ils , vous apporter la paix

Image
OCR output Et iju’ils âiff orit lait pari à deux .
SMT Word Et qu’ ils âiff ont fait part à deux .

REF Et qu’ ils auront fait part à deux .

Table 12. Examples of OCR error correction using SMT system (word-level).

that the system can correct many misrecognized words which are very close to
existing words in the vocabulary (e.g."fait" instead of "lait" or "pari" instead of
"part" ) but it has difficulties with some unknowns words (e.g."dicnW" instead of
"disent" or "âiff orit" instead of "auront" ). This is one of the main shortcoming
of the word-level approach. If an error has not been encountered in the training
corpus, then the translation model will consider it as an out-of-vocabulary word
which cannot be corrected. This kind of error motivates the use of a character-
level SMT system, which can overcome this problem by considering a fixed and
reduced vocabulary size as well as a longer context.

5.2 Analysis

In order to better understand the impact of the error correction process, an
analysis of the correction performed by the systems has been performed. The
results are presented in the following. The word-level system modifies 1361 sen-
tences of the test corpus (containing 3004 sentences). For 1329 (97.6%) of them,
the number of errors is reduced. Also 12 sentences have their total number of
errors unchanged (but error types vary). This may happen when one error is
corrected, but another is added. One of the main difficulty of post-processing
error correction methods is to be able to modify incorrect hypotheses while not
impacting the correct ones. In our case, only 20 sentences (1.5%) are degraded
in the process, which is an interesting result.
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tems trained on different size of corpus.

In order to analyze the degree of the agreement between the two systems,
we scored the character-level system output transformed on word compared to
the output of the word-level system. We obtained a BLEU score of 96.55 and
WER score of 1.9. This suggest to apply combination of the two systems. This
corresponds to correct (translate) the output of the character-level system by
the word-level system. As a consequence of this experiment, the BLEU score on
word-level evaluation is increased to 97.32 and the WER score is decreased to
1.7 on the same level of the evaluation. This result shows that the two system
can complete each other.

6 Conclusion

In this paper, we have shown that using statistical machine translation to correct
OCR outputs is feasible and can provide great improvements. The use of this
approach allows the system to correct misrecognized words by the OCR. We ex-
plored different set-up like character and word-level systems in our experiments.
We have shown that such systems are able to (sometimes greatly) improve the
BLEU and the WER scores. Our best model outperforms the OCR-Base (base-
line) by up to 6 BLEU points and 3 WER points (when computed at word-level),
which represents a significant improvement. The results show the superiority of
the word-based system compared to character-based system. Nowadays many
projects deals with some complex morphological languages like Chinese or Ara-
bic which most of their characters are connected and their shape vary with the
position in the word. The morphological complexity of such languages, which
have billions surface forms (e.g.60 billions for Arabic), complicates others cor-
rection methods like dictionary-based [10]. This is mainly because accounting
for and listing all the possible words is not an easy task. That is why we believe
that our new method can be a good way to resolve this kind of problems. We
plan to test it on other different languages and types of data. As future work, we
would like to investigate the robustness of our word-level system with respect to

https://www.researchgate.net/publication/221013059_Arabic_OCR_Error_Correction_Using_Character_Segment_Correction_Language_Modeling_and_Shallow_Morphology?el=1_x_8&enrichId=rgreq-5a19d5b98bd9cc0c38e91b4aba76a61b-XXX&enrichSource=Y292ZXJQYWdlOzI3NzAwNzI3MjtBUzoyMzE0ODQ1OTg1MTc3NjNAMTQzMjIwMTYzNzMyMg==
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domain shift (other domains than historical documents) and for other languages
pairs.
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